Scalable CMOS-compatible photonic routing
topologies for versatile networks on chip

Alberto Scandurra lan O’Connor
On Chip Communication Systems Lyon Institute of Nanotechnology
STMicroelectronics Ecole Centrale de Lyon
Catania, Italy Lyon, France
alberto.scandurra@st.com lan.Oconnor@ec-lyon.fr

Abstract— Optical network on chip (ONoC) architectures are  resource multiplexing. At the physical communication leitel,
emerging as potential contenders to solve both phigsl (routing, is increasingly recognized that electrical interconrveidit be
wire congestion) and performance (bandwidth, lateny) issues in  highly inefficient in NoCs due to increasing power aritan
future computing architectures. In this work, we present a  real estate concerns. One of the main replacement teghe®
scalable and fully connected ONoC topology for muble-core  cyrrently under development consists of using integrated
careful design of network interfaces, to use the OC directly  qierconnects also allow for additional flexibility througine
with existing protocols, while still exploiting speific optical use of wavelength division multiplexing. Exploring thispect
properties and imprO\_/ing overall performance metrics, most is necessary since it is not clear thatdaect (single-
notably that of congestion. wavelength) replacement of electrical links between
switchboxes in a NoC topology by optical interconnedt w
. INTRODUCTION achieve a significant performance gain, since this would

. . _— . require conversion between optical and electrical domatins
The shift to very high 'performance dlstrlbuted.MuItl- each switchbox. Instead, through a shift in the routing
Processor Systems-on-Chip (MPSoC) as mamstreag;

computing devices is the recognized route to address aradigm (where the address of the target is not cwtan
puting . gniz L ' the data packet but rather in the wavelength of the dptica
particular, power issues by reducing individual processoy;

. o . gnal), it is possible to exploit this additional fleity to
freguenqy while retaining the same overall computing powerdesign more intelligent interconnect systems, such asvpas
This rationale answers the need for flexible and scalabl i

computing platforms capable of (i) achieving future fesl \?/avelength-reconflgurable optical networks on chip (ONoC

application performance in terms of resolution (audideoi In section Il we introduce the limit of classical elewt
and computing) and CPU power / total MIPS (real-timeinterconnect, and the need for an alternative solutiogedtion
encoding-decoding, data encryption-decryption), and (ii) ofll an overview of a current NoC solution, the one develope
working with multiple standards and with constrained powerby STMicroelectronics, is presented. Section 1V dettils
which are both particularly important for mobile applioas. architecture and principle of operation of the genericcapti

However, the move to such architectures requires organiz network on chip structure. Finally in section V, we cotes
. ' g . fnain communication scenarios for ONoCs.
high-speed communication between processors and therefore

has an impact on the interconnect structure. It clealips It's important to point out that the focus of this pafer
upon the existence of an extremely fast and flexiblenainly on the topology of optical NoC, relying on the
interconnect architecture, to such a point that the neanagt  assumption that technology and design techniques allow to
of communication between processors will become key thave an effective implementation of the physical layer,
successful development. Aggregated on-chip data transésr raemitters, detectors and transport.

in MPSoC, such as the IBM Cell processor [1], iSaltand is

gxpected to reaph over 1OQTp(s in the coming decad.e. As such, II.  LIMIT OF ELECTRICAL INTERCONNECT
interconnects will play a significant role for MPSo€sign in . )
order to support these high data rates. As design rules drop below 90 nm, a variety of chabsng

emerge such as RC delay, electromigration resistanceheat
At the architectural level, networks on chip (NoC) dissipation exacerbated by increased chip power. The use of

overcome the limitations of bus-based platforms by providingopper and thin barrier layers solves resistivity and
each IP block, interfaced towards the network, witle @n  electromigration problems but not for long due to etect
more reconfigurable channels of high-speed communicatiocattering issues’ increasing the apparent resistMoyeover,
NoC architectures are based on multiple data linkseliability issue with respect to an efficient diffusibarrier is a
interconnected by routers implementing packet switchimg foconcern. Low k dielectrics allowing capacitance reductiveh
low thermal conductivity and hence poor heat dissipation
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capability. Integration of copper and low k dielectriss A.

intensively studied worldwide [2].

Optical interconnects seem to be an alternative soltdion -
overcome the issue of speed and power, providing much
greater bandwidth, lower power consumption, decreased
interconnect delays, resistance to electromagnetcfénence
and reduced signal crosstalk.

Photonic materials where light can be generated, guided,
modulated, amplified and detected need to be integrated with
standard CMOS integrated circuits in order to mix the
information processing capability of electronics with the
information transmission capability of photonics, providing a
significant performance breakthrough within a cost effect
engineering.

lll.  NETWORK ONCHIP SOLUTION OVERVIEW -

The current ST NoC solution is based on a Network on
Chip architecture called VSTNoC (Versatile STNoC), and
evolves from the STBus approach [3]. It is in fact an

VSTNoC Protocol

The main features of the VSTNoC protocol are:

a parametric header structure, the first field (IPt)pod
which identifies the protocol of the IP generating the
traffic. According to the value of this field, the supsent
fields can differ in both meaning and size, depending on
the IP native protocol;

a NoC interface signal (aux/r_aux) carrying information
about  boundaries  between possible  elements
characterizing different possible hierarchy levels of Ithe
native protocol (i.e. packet, chunk and message in STBu
context, packet and burst in AMBA context);

a flit identifier (flit_id) carrying information about thetart

and the end of a NoC transaction (a NoC transaction is a
collection of NoC packets), determining the transactio
arbitration granularity (AG);

an optional field in the response path carrying infornmatio
about transaction status (r_flit_status), indicating wdreth
errors have occurred, and which flits are affected.

interconnect system which has the same structure a
functionality as the STBus, but uses a NoC-based protatol
appropriate interfaces and links. This approach enabigeei

VSTNoC Transactions

The VSTNoC transaction consists of the transmission of
information from a traffic source to a destinatioec@ding to a

performances and dramatic reductions in the number of pirfermat that closely follows the one of usual networkkets. It

and wires of the interconnect system, giving bendfiteims
of area and facilitating rapid prototyping with FPGAs.

An STBus interconnect is composed of a set of building
blocks (nodes, converters and buffers) that can benlglea

assembled together in order to build almost any kind of

architecture, from the simplest to the most complex one
Figure 1.

shows an interconnect built up with the

is the highest level transmission entity, marked byaa snd

an end, and can be chosen equivalent to an STBus message,
chunk or even a single packet. The VSTNoC transacti@ni
atomic element, i.et isnot interruptible.

A VSTNoC transaction is composed of VSTNoC packets,
consisting of a header and a payload, the presence ioh wh
depends on specific conditions.

VSTNoC, where network interfaces, nodes and buffers are

used. In this figure we can see the uniformity in termbath
protocol (type) and bus size of the network with respethé
STBus; in fact all the required conversions are perforined

the network interfaces where required, in order to adapt
protocol, bus size and operation frequency to those of the ‘

network.

The VSTNoC solution belongs to the topology-dependent

family. This means that, depending on the system topdiogy
the number and type of initiators and targets of theesys the
network topology can have different structures.

node

NI
buffer
B—0— o—R
B0
- —
B—0—

Figure 1. VSTNoC interconnect example

B
b

VSTNoC packets

Figure 2. VSTNoC transaction structure

From a physical point of view, packets are split into basic
units called flits (FLow control unITs). These represtmd
data link layer elements transmitted within a clock eyolthe
case of synchronous transmission, or as asynchronotisgnti
the size of which is generally greater than the pphiygical
layer element) size. However it has been chosen equhEto
phyt size in the VSTNoC context (i.e. in this work, fl#ad
phyts are equivalent).

The flit is chosen to be sufficiently wide so as toabée to
contain both data and byteenables transmitted over one sing|
STBus cell in the request path. The following tables show the
possible flit sizes that can be specified in an STNoC sy&ie
both the request and the response path, together with the
different fields within a payload flit.



TABLE I. VSTNOC INTERCONNECT EXAMPLE - Receiver responsible for the conversion of information

Fiit size (bits) | Request fiit field Response fiit field from the optical form into electrical form, by mearfs o
photocurrent to voltage conversion, level adjustment, de-
be data be notused r_data [N . . .
serialization, information  decoding (for  power
36 <35:32> | <3L:0>| - <3L.0> consumption issue) and arbitration in case of multiple
72 <71:64> | <63.0>| - <63:0> access from different traffic sources;

- Target Network Interface (TNI): responsible for the
conversion of the traffic generated by the ONoC receiver
The response flits are smaller than the request fititsesn into a form suitable to be received by the target.

the response path there is no need to transport the byMna% . .
signal, so fewer wires are required for the respantsefaces. otice that INI and TNI are modules belonging to trectical
9 g P domain, while transmitter, receiver and |-router beltmghe

. optical domain. Because of the serialization, the itté $n the
C. VSTNoC Building Blocks electrical domain does not affect the optical netwbrlt just

The VSTNoC communication system is based on thene required storage at buffers in the electrical doma
following building-blocks:

- Initiator Network Interface, responsible for IP to NoC
traffic conversion and write posting response generation
- Target Network Interface, responsible for NoC to #¥fic T e
conversion and internal errors (security and power down — === b
management = o
- Node, responsible for buffering, arbitration, routingda
wrong address errors
- Programming Module, allowing STNoC registers
configuration Figure 3. ONoC building blocks in optical domain
- Generic Converter, allowing to connect different NoC
domains (with different flit size and/or frequency) and/or  Such building-blocks can be assembled together to build
breaking long paths proper on-chip communication architectures.

-Propagation

In the next section, we will cover the description of the Principle of i
Optical Network On-Chip (ONoC), based on the VSTNoC. - Frincipie of operation

An NxN ONoC, from a functional point of view, has the
same behavior as an electrical N-port NoC: each ioitjabrt
o ) ) ~ (among N) can communicate simultaneously with one (or

In an ONoC communication system, information ismore, and possibly any number up to N) of N target pants.
transmitted in the form of light, in opposition to tiuation in  this work, the quantity N represents the number of IPksloo
classical electrical NoCs where the information is tmitted  pe connected through the communication structure; hewte ea
in the form of electrical charge (voltage levels opazators  |p plock sends data through an initiator port and resedeta
and currents for switching between voltage levels). through a target port. As previously mentioned, the OMoC

Communication relies on the ISO-OSI protocol stack] an €omMposed of a set of N transmitters and N receivers for
can be seen as very close to the VSTNoC architecturerew each. initiator port and target port respectively), amtaiab!e
the physical layer is replaced with a completely new, ongP@ssive integrated photonic routing structveduter). In this
exploiting optoelectronics in order to transmit inforipatin ~ Section, we will cover the principle of operation dfist
form of light. The aim of this work is to demonstratiéective ~ architecture and present results of physical and araimct
compatibility of the ONoC at the physical layer with the €valuations from previous work.

IV. ScaALABLE ONOC ARCHITECTURE

VSTNoC protocol. Figure 4. shows an example of af880NoC architecture.
The ONoC architecture consists of five main sets of __-_initiator ports target ports - -=-
building-blocks, as shown in Figure 3: (DN v e pm )

- Initiator Network Interface (INI): responsible for the
conversion of the traffic generated by an initiator into a
form suitable to be transmitted in form of light over the
ONoC;

- Transmitter: responsible for the actual conversion of
information from the electrical form into optical forroy
means of information encoding for minimizing the power
consumption by keeping the light emitter turned off as
much as possible, serialization, emitter selectionitter Arouter R
driving; boommmmmmomoomoom oo ‘

- A-Router (scalable passive integrated photonic routing Figure 4. Full 8x8 ONoC topology schematic
structure): responsible for the actual propagation of
optical information streams from sources to destinations




In this representation, each initiator portdi{1,2,...,8}) When the WDM technique is used, i.e. when multiple
consists of a network interface (NI) and transmittergl each signals of various wavelengths are injected at the i(ylich
target port T (0jC{1,2,...,8}) consists of a receiver and NI. is usually the case to increase the global throughput of the
Data is sent through the passiv@outer optically from each network), a cumulative state occurs, where individuahadsy
initiator to one or more targets by selecting a sjecif Simultaneously obey the routing characteristics of thkdxdp
Wave|ength (for each initia’[or-target pair); in faon]y one filter aCCOfdlng to their individual WaVG'engthS. Becaafkthis
physical path associated with a single wavelength exist@roperty and the fact that the four add-drop ports can &e us
between | and T. At any one time, a maximum of 8 (N) simultaneously, a contention-free network can be.built
connections can exist in the network if each transmitter i
equipped with a single, tunable-wavelength source; and &
maximum of 64 (K) connections can exist in the network if
each transmitter is equipped with N single- wavelengt
sources.

The overall passiva-router network consists of N stages
alternately N/2 and (N/2)-1 add-drop filters (or, more
enerically, routing elements). Using microdisk resosatibre
verall area required for thex8 passive network is around
3000pns. The path followed by the optical signal in the overal
In the figure, each box containing represents a passive network shown in Figure 4. depends only on the wavelength
photonic component called an "add-drop filter" which canand can be obtained by equation (1). As an example, if the
realize the key functionality of selecting and rediregtia block at initiator port 4 is to communicate with the block at
signal based on its wavelength. There are many ways t#frget port T, then § must send data through thaouter with
realizing a photonic add-drop filter. In our work, wensinler ~ wavelength A;. It is thus clear that each IP block can
the use of passive microdisk resonators as showngurd=5.  "reconfigure” its communication paths by using different
[3], for which the overall footprint can be consideredb® wavelengths.
approximately 1810unf. Resonance in the individual
microdisks occurs whenever the wavelengths of the optic%l

signal carried by the neighboring waveguide corresponda to This means that the set of communication properties dbfhe

e o i oy s et s ik Il f th nelwork s e fpped mior mage of hithe
; o e ) r})ottom half of the network; and that the return path for
Wh|sp|er|ngthgallfer Y modeds. kBg causg ?f this, thet reﬁonlan communication is exactly the same as the transmissitin p
\(A;?\\tl:leniggeri;oarznrgg?s IS tﬁpen d: or fatthglvgn 3(.: kno 99%he second noteworthy property is the existence of non-
P ). on the radius of the microdisk. resonant wavelengths in certain communication paths ¢show
As shown in the figure, the switching direction depends oiin bold in the matrix). While specific wavelengths hdeen
the input wavelengthh and its relation to the resonant assigned in the matrix to these communication padthg,
wavelength of the add-drop filter: wavelength (other than the wavelengths used by ther oth
. whenA=A, (W|th|n a given tolerance range depending oncommunicat!on paths) can be used. This is the case sese th
the quality factor of the microdisk) the signal will coeipl communication paths do not actually pass through a routing
into the microdisk and then couple out into the waveguid€lement corresponding to the assigned wavelength at fagly— t

in the same plane as the input. This isdinaight, orbar, ~ cross the (N/2)-1 routing stages at the top or at thierboof
state. the network and thus only pass through a waveguide,rrathe

« when A\, the signal will propagate along the samethan a resonant routing element. In the full ONoC, theathus

waveguide and outputs in a different plane to the inpuiavelengths are assigned to these communication paths in
according to the geometry of the waveguide. This is th&rder to exploit the resources — however this property can al

The matrix shown in equation (1) displays two interesting
roperties. Firstly, it is symmetrical around both diasn

diagonal, or cross, state. be exploited to reduce the number of wavelengths usgf][5]

_Tl_ _A4 AS /13 AG /12 /17 /11 j'B_ i I 1_
microdisk of resonant wavelength A, T, A A Ay A A A A4, AL,

T 1 R S N W R N @
geometry (radius) 3 3 4 2 5 1 8 7 '3
- material parameters (optical indices) -|—4 B Ae /17 As /18 14 /11 /]3 /12 |4
T (A A A 4 A A A Al
Ts A Ay A A A A A Al
T Ak A A A A A Al
1T | |4 A A A A A A /14__|s_

B. Evaluated performance metrics

In prior work [6], a 44 passive\-router was fabricated and
measurements show that its operation agrees with theytheor
Resonant wavelengths were measured between 1547-1583nm
for Si/SiO, microdisks of radii from 1.0-2.5um. The minimum

Figure 5. Si/Si0, microdisk-resonator based add-drop filter

2 Wavelength Division Multiplexing



free spectral range (F9Rwas measured to be 50nm, and to reduced requirements on the overall number of
quality factors around 500-800. wavelengths and routing elements.

In parallel work, the design of a 286 ONoC virtual
prototype was carried out at various abstraction levatsgua

top-down approach [8] from architecture to physical design, ! :E; i AS jz jf jz j; j: 18 :E;
enabling an accurate estimation of various performance R| |4 A4 0 A& A A A AR
metrics. The source and detector characteristics weracted R [A A& A 04 A A AR
from Ill-V device data, and transistor-level interfagiecuits R A A A A O A4 AR
sized with a 0.13im CMOS technology. In this context, the Ry A A A A A O A AR
ONOoC can achieve a data rate of up to 3.2Gb/s per brtaw :;G ji jj jﬂ jﬁ 37 j AO ”5 I'E
latency of 420ps ancpower consumption of 10mW per nEE v e "
unidirectional link The ONoC data rate is in fact limited by the @
interface circuits, mainly at the receiver. The SEREE&uitS
contribute greatly to power consumption at these fregasnc '”“‘pa’@ ————— IB] o 0 0 0 j : :, : IR,
o - IR| [0 0 0 0 A A A A|IR
More recently in [9], the impact of the low latenapd .pc:.” /N - R[]0 00 0 A 4 4 A|IR
absence of contention in the ONoC interconnect architecturer IB|_|0 0 0 0 A4 A4 A4 A|IR
was assessed for an 8-processor SoC running an MPEG- R A& A4 A A 0 00 OfIR
algorithm. When comparing a 100MHz ONoC against i AR Hi
200MHz STBus [10] and 2- and 5-C€trossbars, the ONoC | el 4 A A4 00 0 0P,

demonstrated speedup factors of between 1.5 and 3.2&ttex. b
performance, in terms of processing time, than arditioaal (b)

electrical interconnect, even at half the operationgueacy. ) o ) ) o
Figure 6. Communication scenarios and corresponding conrigcthatrices

for ONoC in 8-IP block scenarios (a) singke880ONO0C for total connectivity
V.  ONOC ARCHITECTURE COMMUNICATION SCENARIOS between 8 IP blocks (b) 24 ONoCs for request/response connectivity

In this section, we cover the uses of ONoC in actual between 2 groups of 4 IP blocks
communication scenarios.

In Table Il, a comparison is made between various
o . performance metrics for each scenario. These represent
A. Communication scenarios extremes for (a) total connectivity and (b) balanced

The optical waveguides within the ONoC are bidirectionalcommunication between groups of IP blocks of equal numbers.
However, two-way communication between 2N IP blocks ovetn practice, it is unlikely that the required systemreativity
a single ONoC is not feasible since this would reqaptical  will fall into either of these scenarios. However, ttwal
detectors and sources with identical wavelength selgcty  connectivity scenario represents the default or reference
lie on the same waveguide with no interaction — thiddarty =~ scenario, while the grouped connectivity scenario madkear
impossible. Additionally in this configuration there canrtwe that if total connectivity is not required in the syste
communication among IP blocks which have been assignesignificant reductions in complexity can be achieved.
ports situated (physically) on the same side of theiymss
rOUting network. In fact there are two scenarios fier use of TABLE II COMPARISON BETWEEN PERFORMANCE METRICS FOR TOTAL
the NxN ONoC, both using the ONoC for communication in a CONNECTIVITY AND GROUPED CONNECTIVITYONOC SCENARIOS
single direction only:

. . . . . (a) Total (b) Grouped
* in the first scenario, shown in Figure 6. (a) for 8 IP connectivity | connectivity
blocks, we consider that each IP block is assigned a ICPblocks N(l\,il b (l\,}llé)
i niti H onnections -
pair of ' |n|t|ator/target ports. This leads to total Required wavelengths per IP block n N1 NI2
connectivity between all N IP blocks, and to the non-  Number of routing elements n N(N-1)/2 N(N-1)/4

use of wavelengths corresponding to communication
paths T; when i=j.

Physical considerations

: . : The comparisons mentioned in Table | are important for
blocks, we consider that two identical (N/@)i/2) several reas%ns. Firstly, the number of routing eﬁeme,nts
ONoCs are wused for requestresponse tyPgnnacts directly on the overall size and complexity fué t
communications between two sets of N/2 IP blocksy,5sive routing network. The size of the photonic
In this case, no communication is possible betweeiommunication layer is limited by the size of the CMOfp.

IP blocks in the same set, but this scenario does leaglseveral paralleN-routers can fit into this area, then data rate
could be increased (or power consumption reduced by running
at a lower clock frequency).

3 FSR is defined as the difference between resomawelengths of a passive Secondly, the required number of wavelengther IP

resonator. In the Si/SiOnicrodisk resonators, FSR50nm. block will impact directly on the number of transmitteasid
4 Clock Cycle Latency

+ in the second scenario, shown in Figure 6. (b) for 8 IP




sources and wavelength multiplexers) and receivers (and

: olk, (20,1 | ok, (f)
wavelength demultiplexers and detectors) per IP block. The — = e —
schematic of the transmitter structure and corresponding 5 fit it
geometrical representation for the set of microdisk rlase %S ] ,eoewe,m\ T
sources is shown in Figure 7. (a) and Figure 7. (b) respécti = S = >
=i reoeiver3|—— deserial- }\ —
g receiver , +' deseial- i\ x %
. clky (fy) | clk, (f,=n*f,) - -E receiver , | +II: deseyial- k E
oo | Lon o + butr
flit flit >
] o
/ he) 2
Demux > <
Z| I Driver , Laser, g - -
" >
’5 Driver ;. Laser © D Digital D Analog . Optoelectronic
s/ 4 =
= 2
- Address I | 8 (a)
L. Decoder T
= demultiplexing
— — microdisk array
D Digital I:I Analog . Optoelectronic : """""""""""" l"".
A i
__— broadband
photodetectors
(b)
Figure 8. m-demultiplexing receiver structure (a) schematjc (b
corresponding geometrical representation for thefmicrodisk
®) demultiplexing elements and broadband photodetgctor
Figure 7. m-laser source transmitter structure (a) schembyic ( Finally, as shown in Figure 9. , since the maximum WDM
corresponding geometrical representation for thefsaicrodisk laser window is approximately equivalent to the FSR of the

sources

microdisk resonators, a larger number of wavelengitisiso
Since the laser source drivers are based on currel ad to more stringent constraints on the selectivityaor)
8t each resonator, and on the accuracy of the lithograph

modula_ltlon schemes, eacl_1 source costs, In termeaut and . techniques used to define the radius (and resonant wavglengt
dynamic power consumption, its bias current and modulation

current respectively. As a consequence, the overall static of each passive m|crOQ|s!< in therouter..Wlth current process
dynamic power consumption increases linearly with In tgchnolqu characteristics, a maximum of around 16

o iy distinguishable and stable wavelengths can be achieved.
terms of the geometry and its impact on the size of the

transmitter on the photonic layer, its areacAn be expressed
as

FSR,

trans- | FSR, ,
mittance 1 1
'

A= ((m ~1(2r + g - (w+2(c +7)f + 2r)(2(2r +o)+w) @ | e,

i 1 FSR, 1
PRy
h

where

n, n, n,

and ¢ represents the nominal soureeaveguide distance —

(between 0.4-0.6um),, the nominal microdisk laser radius [ e
(between 1-10pm),,g., the minimum source-source spacing

(typically 3um), and w the waveguide width (under 1um). Figure 9. Relationship between microdisk resonator free spkeeinge and
WDM window width

At the target end, each IP block requires a separate/egc
path for each wavelength received, in order to iderttify
origin of each incoming data flit and also in order taabte to VI~ CONCLUSIONS
buffer flits incoming simultaneously from different initia In this work, we have described a scalable and fully
ports. The schematic of the receiver structure andonnected NN ONoC topology compatible with existing NoC
corresponding geometrical representation for the set gfaradigms. We have covered the main metrics that can be
microdisk demultiplexers and broadband photodetectors igxtracted from various communication scenarios foryfull
shown in Figure 8. (a) and Figure 8. (b) respectively. connected topologies, and in particular constraints on source



wavelength accuracy and passive filter selectivity dependi
on the number of required wavelengths, and power and area
issues depending on the number of active and passive devices.
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