Hierarchical Agent Architecture for Scalable NoC
Design with Online Monitoring Services

Alexander Wei Yin, Liang Guang, Pasi Liljeberg, Pekka Rantala, Ethiopia Nigussie, Jouni Isoaho, Hannu Tenhunen
Department of Information Technology, University of Turku, Finland
{yinwei, liagua, pakrli, peaura, ethnig, jisoaho, hatenhu} @utu.fi

Abstract—Hierarchical Agent Architecture is proposed to pro-
vide online monitoring services to NoC-based systems. Based
on circuit conditions traced at the run-time, system settings
are monitored adaptively by agents at each architectural level.
This monitoring approach partitions various online diagnostic
and management services onto hierarchical implementation levels
so as to provide scalability and variability for large-scale NoC
design. This paper explains the monitoring interaction between
agent levels, and focuses on system optimization alternatives
handled by different agent levels. It further quantitatively an-
alyzes the feasibility and design alternatives in monitoring com-
munication interconnection upon regular tile-based NoC layout.
Though still under intensive research, the proposed architecture
is endowed with promising potential for highly-integrated NoC
design.

I. INTRODUCTION

With continuous technology scaling, the size of NoCs
(Network-on-chip) is constantly increasing. Parallelizing ap-
plications onto many processing elements leads to high po-
tential speedup as demonstrated by the recently released
TeraFLOPS processor [1] and TILE64 processor [2] which
integrate 80 and 64 cores respectively on a single chip.
In academia, thousand-core processors have been projected
and discussed [3]. However, system designers are challenged
with a number of daunting issues. Conventional concerns,
such as power consumption, will continue to pose tough,
if not stronger, constraints on design and implementation
methods. Especially the dramatic increase of leakage power in
sub-100nm technology requires urgent consideration from all
architectural levels [4]. New design considerations including
increasing influence from PVT (process, voltage and temper-
ature) variations [5] and unpredictable hardware and software
errors only exacerbate the design complexity. Variations and
faults also worsen the power constraints as the design margin
is lowered to tolerate parametric variations. To deal with these
issues, the system-level design method should support online
dynamic services at different implementation level, so as to
achieve maximum system efficiency with run-time coarse/fine-
granular tuning.

A few previous works have addressed system monitoring
services on NoC platforms [6, 7, 8]. From them, several
distinctive requirements for managing NoC structures in a
scalable manner can be identified. Firstly, local circuits need to
be provided with distributed monitoring modules. Distributed
monitoring reduces the local operation delay or interconnect

latency for urgent monitoring services, and it prevents the
appearance of communication bottleneck. However, despite
the system size, centralized monitoring is still an indispensable
complement to localized monitoring schemes. Theoretically,
a centralized monitor, with the knowledge of all on-chip
resources, is able to coordinate and balance the functioning
of all components with the aim of optimizing the overall
system performance. In practice, as an example, [9] adopts
a single processing unit for dynamic testing operations and
a global-level scheduler. For the scenario of thousand-core
NoCs with no concrete analysis available, an analogy to the
overwhelmingly complex nervous system of human beings
can help motivate the need of centralized monitors. The
human nervous system is a large-scale monitoring network
with numerous distributed neurons as local monitors. These
neurons are coordinated by upper-level centralized monitors
such as the spinal cord and the brain, which balance and
optimize the general body function. For either distributed
or centralized monitoring schemes, the energy efficiency of
monitoring services should be maximized.

We propose a hierarchical agent architecture endowed with
the required monitoring features. This architecture adds a
monitoring layer of agent hierarchy onto the NoC platform.
Agents are autonomous and adaptive monitors to be imple-
mented with various approaches, and they are responsible
for monitoring different architectural levels. Local agents pro-
vide fast and low-overhead monitoring services to individual
functional components, and report low-level conditions and
performance to higher-level agents. The latter supervise the
general system performance on a coarse granularity. This
architecture aims to achieve overall system performance by
balancing the monitoring among all on-chip resources, while
providing a wide design and synthesis space for the realization
of agents at each level.

This paper examines the functional partition of agent levels
and the monitoring interaction between them to perform mon-
itoring services with an joint effort (Section II). Upon a tile-
based NoC platform, we demonstrate the flexible incorpora-
tion of system optimization techniques with agent monitoring
architecture (Section III). As an extra communication layer
upon existing interconnect, alternatives in realizing agent
communications are examined quantitatively in Section IV,
which suggests an optimal design trade-off for monitoring
communication interconnects. Section V concludes the paper.



II. HIERARCHICAL AGENT MONITORING ARCHITECTURE
A. Agent Hierarchy

The architecture ranks the agents into four level: from the
top to the bottom level, a single application agent, a single
platform agent, distributed cluster agents (one per each cluster)
and distributed cell agents (one per each cell) (Fig. 1). The
application agent is a piece of software capturing application
functionality and run-time performance requirements and con-
straints. The platform agent, based on the application specifi-
cation and resource availability, utilizes appropriate resources,
maps and schedules the instructions onto the acquired re-
sources, configures the network, and monitors general system
performance during application execution. Each cluster agent
monitors a whole cluster, which is a group of processors
with accompanying components (caches, scratchpad memo-
ries, switches, links, etc.). A cluster is logically divided into
cells, each of which is a basic functional unit, such as a
processing unit, a switch or a link. The cells are equipped
with their own local monitors, the cell agents, which trace
and adjust the local circuit conditions.
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Hierarchical Agent Monitoring Approach

B. Hierarchical Monitoring Approach

The proposed architecture highlights hierarchical ap-
proaches to various monitoring services, for instance power-
optimization and fault-tolerance, by the joint efforts from all
levels of agents.

Before execution, the platform agent utilizes a number of
resources and configures the network based on the initial ap-
plication requirements with power and performance awareness
[10]. A number of resources are reserved as spares in case of
component failures. The initial configuration is enforced from
the platform agent to the cluster and then cell agents.

After the application starts running, the cell agents are
tracing their local circuit conditions, such as current (including
leakage current for idle components), workload, and any faults
or failures (for instance a link failure or a malfunctioning

processing unit). Cell agents attempt to fix the errors if
feasible (for example by retransmission in case of transient
crosstalk-induced error [11]). The traced circuit conditions
along with not-solved-yet failures are sent to cluster agents.
Cluster agents attempt to adjust the cell settings based on these
information. For instance they may scale the supplies of a
certain cell (DVFS: dynamic voltage and frequency scaling)
or the threshold voltage by using ABB (adaptive body biasing
[12]). If a component has failed to work, they will acquire
spare components and configure them into the cluster. Cluster
agents send cluster performance to the platform agent. The
information concerning cluster performance is represented at
a coarser granularity than those sent between cluster and cell
agents, for example, the power consumption of the cluster, or
average network workload within the cluster, the error rate
of the cluster. Based on these information, the platform agent
may reconfigure the system, for instance assigning more spares
into a failure-prone cluster, or scale down the voltage and
frequency of a cluster with overwhelming power consumption.
The overall system performance, for instance the throughput
and the power consumption, is reported by the platform agent
to the application agent, which may modify the real-time
application requirements. Fig. 1 illustrates these hierarchical
monitoring interactions.

The hierarchical agent-based monitoring approach is dis-
tinctive as being scalable and implementation-flexible for
any-sized NoCs. The distributed cell agents, as physically
adjacent to the functional units and exclusively responsible for
local monitoring, can provide fast and fine-grained monitoring
services to local circuits. The cluster agents are exclusively
responsible for their own clusters, thus cluster-level monitoring
is still low-latent and requires limited amount of processing
capacity. The platform agent, though monitoring the whole
system, only handles the resources at a coarse granularity. For
instance, in terms of fault-tolerance, only errors which can
not be fixed by low-level agents are reported to and handled
by the platform agent. In this manner, no communication or
processing bottleneck will appear in any large-scale platform.
The supervision of higher level agents over lower-level ones
ensures the optimal overall system performance. Hierarchical
monitoring approach also provides a wide design and synthe-
sis space for implementing various management algorithms
and circuits. Low-level circuit optimization methods, such
as power or clock-gating can be implemented as dedicated
circuits triggered by cell agents. High-level component man-
agement methods, such as DVFS or ABB, can be enforced by
cluster level agents. Low-level circuit optimization should be
simple in terms of synthesis to offer fast operation with small
overhead. High-level operations can require more processing
power since they are typically much less frequent than low-
level operations. As the highest-level monitor, the platform
agent configures the system with optimal general settings, for
instance, an appropriate network connection to reduce inter-
cluster communication. Only with the concept of monitoring
hierarchy can various optimization methods be implemented
efficiently with different design and synthesis constraints.



III. HIERARCHICAL MONITORING SERVICES ON NOCS
A. Agent Mapping on Regular NoC Platform

To discuss the feasible mapping of agents on NoC plat-
form, we consider the regular tile-based mesh structure. A
conventional tile comprises of a PE (processing element), a
NI (network interface), a switch and the links. On such tile-
based NoC platform, we naturally locate a cell agent for each
tile, though distributed monitoring circuits may be located at
particular places within the cell, for instance, a power-gating
sleep-transistor on the link. The cell agent physically shares the
space with a processing element. The cluster agent is located
at fixed locations at design time, and cells are configured
into the clusters dynamically at the run-time. Depending upon
the complexity of cluster monitoring algorithm and maximum
number of cells to be monitored, a cluster agent may physi-
cally replace a conventional PE or still shares the space with a
PE. The application agent and the platform agent monitor over
the whole system; without application-specific knowledge, we
assume they are located together at the geographic center of
the tiling area. Fig. 2 illustrates the feasible mapping of agents
on the regular NoC structure.

Cluster Cluster

agent

e

<> Application agent

Cluster
agent

Figure 2. Illustration of Agent Mapping on NoCs

To offer scalability for thousand-core systems, clusters can
be divided into hierarchical subclusters and similar monitoring
functional partition will be applied. It conceptually originates
from the manner a biosystem or human society organizes its
overwhelming amount of resources.

B. Low-power Optimization with Agents

In the hierarchical agent architecture, various monitoring
services can be incorporated at different implementation level
considering the specific trade-off on the actual platform. Here
we explain the design consideration with dynamic power
optimization as an example of various feasible services.

One of the major dynamic power saving techniques is
DVFS, which is traditionally provided on a chip-wide domain

Switch

Cell
Agent

Control line

Voltage and
frequency
regulator

Vdd, Clk

(a) Cell-level DVFS (showing

one cell)
A Cluster
1 .
switch [© ] switen [ [ FrFo E_)
- T
Cell Cell
Agent Agent
PE PE
T G
| |
L "
[Swil:h I  switch ¥ I FFo l:;

Voltage and
frequency
regulator
Control line

Cell
™

PE Cluster Agent

]

[ Fro ]
T T

(b) Cluster-level DVFS (showing one cluster)

Figure 3. Power Optimization Services by Different Agent Levels

[13]. But chip-level single power domain is not able to utilize
the local traffic variation in exploiting the supply scaling
potential, thus per-core based DVFS is proposed [14]. In the
cell-divided NoC platform, a cell can be conveniently set with
a supply regulator with the cell agent in charge of the voltage
and frequency adjustment (Fig. 3(a)). The overhead for per-cell
based DVFS is significant. [15] reports 0.14mm? area overhead
and 83.2% peak efficiency of a DC-DC converter in 90nm
technology. Each time the voltage is converted, extra energy
will be consumed for the power regulation.

To alleviate the per-core-based DVFS overhead, the concept
of voltage islands [16, 17] has been proposed. Up-to-date,
voltage islands are statically determined at design time. To
incorporate multiple voltage islands on the NoC platform, each
cluster agent determines the voltage and frequency for its own
cluster (Fig. 3(b)). The area and energy overhead is reduced
proportional to the number of cells in a cluster. Per-cluster-
based power optimization, however, does not support the
reconfiguration of cells into different clusters at the run-time,
though assigning spares into clusters initially still provides cell
replacement possibilities against component failures.

The granularity of monitoring services is a design choice
dependent on the size of the actual platform, the workload and
constraints of the application. In terms of power optimization,
per-cluster-based monitoring with lower implementation over-
head seems to be more feasible in the long term with smaller-
sized processing cores. In general, any monitoring service can



be configured at the design time or execution time (with the
support of reconfigurable platform) to be handled by different
level of agents, correspondingly in various granularities.

IV. DESIGN TRADE-OFFS FOR AGENT COMMUNICATION
A. Monitoring Communication Interconnect Alternatives

Agents exchange monitoring information with their higher
or lower counterparts as illustrated in Fig. 1. The monitoring
communication needs to be reconfigurable so new cells can
be incorporated to certain clusters at the run-time. Some
conventional interconnection does not support reconfiguration
(for instance, the star-like network as in Fig. 4). Instead,
we consider three interconnect alternatives which all support
run-time reconfiguration but have different area, energy and
latency overheads. Throughput is not a prioritized design
constraint, since the monitoring communication is low in data
volume ([18] reports 8% and 5% debugging monitoring traffic
overhead for two streaming applications).
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Figure 4. Non-reconfigurable Star Networks for Agent Monitoring Intercon-
nect

The first alternative is to realize monitoring communication
as TDM (Time-Division-Multiplexing)-based virtual channel
upon existing links. This option incurs design complexity in
virtual channel arbitration and allocation, increases the switch
latency of both monitoring interconnect and data communica-
tion. The virtual channel arbitration and allocation also incur
energy overhead. Wiring overhead, however, is kept to the
minimum though the switch area is moderately increased.

Unified Dedicated Monitoring Network

Separate Dedicated Monitoring Networks
Figure 5.

Alternative Dedicated Monitoring Interconnect Architectures

The second alternative is to adopt a “unified dedicated mon-
itoring network” for monitoring communication (Fig. 5 on the

left side). It is called “unified” as monitoring communication
between both cluster-cell agents and platform-cluster agents is
transmitted on the same dedicated network. This option utilizes
more wiring resources but simplifies the switch arbitration
between data and monitoring communication, thus reducing
the communication energy and latency.

The third alternative is to adopt “separate dedicated moni-
toring networks” for monitoring communication (Fig. 5 on the
right side). Compared to the unified monitoring network, this
option adds another network connecting the single platform
agent to a small number of cluster agents. As a result, the
communication between platform and the cluster agents is
simplified with very limited wiring overhead.

B. Quantitative Analysis of Monitoring Interconnects

To quantitatively compare the implementation overhead
of three monitoring interconnect architecture, we model a
network similar to the TeraFLOPS processor in the same
65nm technology. The network has 8*8 processing elements
mapped on a regular tile-based mesh topology. We assume
input-buffered pipelined switches with the structure suggested
by [19] with matrix crossbar [20]. For TDM channels, each
input buffer is 4-flit long while the unified separate network
has 2-flit-long input buffer considering the higher traffic load
of data communication. The other dedicated network for
communication between cluster agents and the platform agent
assumes no buffer since the traffic on this network is exclusive
and infrequent. The arbitration assumes wormhole routing.
NoC links are modeled as segmented wires with drivers and
evenly inserted repeaters'. Data links are 32 bits wide and
2 mm long 2, and dedicated monitoring link is 8-bit wide
and equally long. The locations of the platform agent, cluster
agents and cells (with cell agents) are illustrated in Fig. 6.
The whole NoC system is assumed to be mesochronous with
network frequency as 1GHz and the supply voltage as 1V.
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Figure 6. Locations of Platform, Cluster and Cell Agents in the Experimental
Platform (with initial cluster boundary labeled)

We estimate the area and energy overhead of switches by

simulating with Orion [21], a widely-used on-chip switch
'wire width: 210nm; spacing: 210nm; repeater interval: 0.25mm; repeater
size: 10x minimal inverter size; driver size: 12x.
2TeraFLOPS uses 2mm * 1.5 mm tiles, while we simplify the tiles to be
2 mm * 2 mm squares



power simulator. The switch latency is estimated based on
[19]. The wires are modeled and simulated by Cadence. The
Orion simulator does not produce result for 65nm technology
directly, thus we apply scaling factors (based on [22]) to the
result of 70nm technology simulation using Orion. The scaling
factors for energy, area, and latency are 0.86, 0.86 and 0.93
respectively. The energy of wires are simulated by Cadence.
The latency in the switch buffer assumes an average 50%
occupancy ratio.

1) Latency: The latency is calculated in cycles considering
the longest distances between the platform agent and a cluster
agent and between a cluster agent to one of its cell agent. From
Fig. 6, we see that both distances are at maximum 4 hop counts
with minimal routing. The wire latency is simulated to be
198ps, and each pipeline stage latency in switches is estimated
to be lower than 300ps ([19], assuming an FO4 inverter delay
to be 15ps in 65nm technology). With 1GHz frequency, each
link and one router pipeline stage ( virtual channel allocation,
routing and decoding, crossbar traversal) take 1 cycle delay.
Table 1 summarizes the latency comparison for monitoring
communication in each interconnect architecture.

Interconnect Architecture Delay Delay (platform
(cluster <-> <-> cluster
cell agents) agents)

TDM-based 24 cycles 24 cycles

Unified Dedicated Network 16 cycles 16 cycles

Separate Dedicated Networks 16 cycles 8 cycles
Table 1

LATENCY COMPARISON OF THREE MONITORING INTERCONNECT
ARCHITECTURES (NETWORK WORKING AT 1GHZ)

2) Energy Consumption: The energy is calculated by the
amount of energy consumed by a 8-bit flit (as we assume
dedicated monitoring networks are 8-bit wide) traversing on
the longest paths between the platform agent and a cluster
agent, and between a cluster agent to one of its cell agent ( 4
hop counts as in Fig. 6 with no misrouting). Table II summa-
rizes the energy consumption for monitoring communication
in each interconnect architecture.

Interconnect Architecture Energy
(cluster <->

cell agents)

Energy
(platform <->
cluster agents)

TDM-based 12.92 pJ 12.92 pJ

Unified Dedicated Network 5.40 pJ 5.40 pJ

Separate Dedicated Networks 5.40 pJ 231 pl
Table II

ONE-FLIT MONITORING COMMUNICATION ENERGY OF THREE
MONITORING INTERCONNECT ARCHITECTURES (NETWORK WORKING AT
1GHz)

3) Area : We analyzed the total wiring and switch area for
each interconnect architecture as a percentage of a TeraFLOPS
chip (275mm? ) (Table TII).

Interconnect Architecture Area (mm?) Percentage (of

a chip area)

TDM-based 7.44 2.71%
Unified Dedicated Network 8.95 3.26%
Separate Dedicated Networks 9.11 3.32%
Table IIT
AREA OVERHEAD OF THREE MONITORING INTERCONNECT
ARCHITECTURES

C. Optimal Design Trade-off for Future NoCs

The estimated figures show that separate dedicated moni-
toring networks are the most energy-efficient and low-latency
interconnection for monitoring communication. Compared to
TDM-based interconnection, it reduces the latency by 66.7%
and energy consumption 82.1% for the communication be-
tween the platform and cluster agents, while achieving the
same latency and energy efficiency as unified dedicated net-
work for the communication between the cluster and cell
agents. However there is area penalty involved: the area
overhead is increased from 2.71% to 3.32%. Nonetheless the
wiring area overhead has become less of a design constraint
as multi-layer fabrication process provides quite abundant
wiring potential for on-chip systems ([8]; TILE64 processors
incorporate 5 physically separate networks, each of them being
64-bit wide). With transistor feature size and wire dimension
continue to decrease in the foreseeable future, the separate
monitoring networks will provide the most optimal trade-
off exploiting the on-chip wiring resources while minimizing
the more critical power consumption and global interconnect
latency.

V. CONCLUSIONS

Hierarchical agent monitoring architecture provides great
scalability and design flexibility for future large-scale NoC
systems. With an extra monitoring layer comprised of four
levels of agents, the system is potentially able to achieve
maximized efficiency with online monitoring services. This
paper elaborately explains the hierarchical monitoring ap-
proaches enabled by the interactions of all levels of agents,
and examines the design alternatives for low-power opti-
mization of different granularities as an example of flexible
functional partitions among agent levels. Quantitative analy-
sis for agent interconnection alternatives suggests reasonable
trade-offs between area, energy and latency overhead, and
motivates separate dedicated monitoring networks for inter-
agent communication. This work demonstrates the potential
and feasibility of multi-level online monitoring layer upon the
overwhelming amount of on-chip resources, which provides a
great diversity of design options in a scalable manner.

At present, specific monitoring services on regular NoC
platform with the proposed architecture is under intensive
study and analysis.
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